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Abstract—This work introduces a new method for surface reconstruction based on Growing Self-organizing Maps, which learn 3D coordinates of each vertex in a mesh as well as they learn the topology of the input data set. Each map grows incrementally producing meshes of different resolutions, according to the application needs. Another highlight of the presented algorithm refers to the reconstruction time, which is independent from the size of the input data. Experimental results show that the proposed method can produce models that approximate the shape of an object, including its concave regions and holes, if any.

I. INTRODUCTION

The problem of reconstructing the surface of objects from a point cloud is quite common in many areas such as CAD design, virtual reality and medicine. The surface reconstruction methods aim to create a model to reproduce an object shape given a set of points of the surface of this object. The large number of points to be processed constitutes an ubiquitous difficulty, i.e., a challenge that reconstruction methods must face.

Depending on their purpose, some applications of surface reconstruction require accurate and detailed models while others require models with less vertices and polygons to be effective. Then, a good reconstruction method must be able to produce models according to different resolutions of the target object, depending on the problem; to avoid further processing such as simplification or refinement procedures.

The sample points used for reconstruction can be classified as structured or unstructured depending on the existence or absence of connectivity information, respectively. One of the most challenging stages of surface reconstruction methods applied to unstructured point cloud is to obtain the correct connectivity about the sample points.

Some reconstruction methods such as Deformable Models [1], establish the mesh topology beforehand. The main pitfall of this approach is the topologies of the produced meshes which are equivalent to the pre-defined one: sometimes, producing poor results. For instance, a pre-defined topology with no holes can produce only meshes without holes.

Many well established techniques, propose solutions to the surface reconstruction problem from a geometric point of view. These algorithms require long processing time for the input point cloud and do not scale up properly with very large point clouds [2], [3].

A different perspective for surface reconstruction is to look at it as a learning problem. Under this perspective some methods were proposed based on self-organization [4], [5], [6], [7]. These methods can learn the coordinates of the mesh vertices and can handle very large input point clouds. The methods draw the point cloud and use the samples as training data. During the learning process, the vertices of the mesh have their positions adapted to fit the input data. In this particular sense, learning-based surface reconstruction methods are equivalent to deformable models once they change the shape of an initial model toward the shape of a target object.

Previously proposed reconstruction methods based on self-organizing maps include Kohonen's SOM [4], [5], Growing Cell Structures [6], and Topology Representing Networks [7]. However, they can not simultaneously learn the input data topology and grow incrementally to produce meshes with different resolutions as Growing Neural Gas (GNG) [8] can do.

We propose a surface reconstruction method based on GNG to learn topology through self-organization. Furthermore, this alternative can produce meshes with different resolutions because the mesh grows incrementally during the learning process. The standard GNG learning algorithm, however, produces only wireframes, so the proposed method includes some changes in this algorithm in order to produce triangular meshes. These changes include an extension of the Competitive Hebbian Learning, the use of GCS vertex insertion operation and a different operation to remove edges from the meshes.

Experimental results show that the proposed method learn vertices coordinates and the connectivity among these vertices building meshes to reproduce the shape of target objects. The learning process successively generates meshes with increasing number of nodes and thus different resolutions.

This paper is organized as follows: Section II presents some previous works on surface reconstruction: self-organizing maps and reasons why they are suitable for solving surface reconstruction problem, and their actual use in reconstruction methods. Section III describes the proposed
method. The experiments and results are presented and discussed in Section IV. This paper conclusion, including achievements and limitations of the proposed method, is in Section V.

II. PREVIOUS WORK

An active research topic is the problem of surface reconstruction from unstructured point clouds. A number of approaches handle this problem simply by geometric perspective, an example of that is the approach proposed by Hoppe [2]. Another relevant approach to surface reconstruction is based on deformable models [9] that are slowly reshaped towards the target object. Such a reconstruction employs energy evaluation or force functions to assess each produced shape. The process constructs meshes to approximate the shape to the point cloud. Examples of this approach can be found in the review work of Montagnat et al.

A third perspective to surface reconstruction is to understand it as a learning problem [10]. According to this approach all necessary information to reconstruct a surface can be learned from the available data. Different self-organizing maps are used as learning methods to solve a surface reconstruction problem.

A. Self-organizing Maps

Self-organizing maps (SOM) were originally proposed by Kohonen [11] for the visualization and abstraction of high-dimensional data. SOM basic structure is formed of an input and an output layer. Usually the topology of the output layer consists of a two-dimensional grid of nodes. Each output unit is connected with all input nodes through a weight vector. The learning algorithm of SOM is composed by three main steps: competition – to identify a winner, cooperation – to correlate activation of a winner and its neighbors, and adaptation – to update the weight vectors.

The ability of SOM to construct topological maps from an input data distribution can be employed in solving the surface reconstruction problem. Despite this ability, pre-defined number of nodes and the connections between them constraint the accuracy of the topological map produced by SOM [12]. Models proposed to overcome this limitation can be used for surface reconstruction.

The Topological Representing Networks (TRN) [12] has the network size pre-defined to construct topology preserving maps. TRN is seen as a combination of Neural Gas (NG), placing the nodes according to the probability distribution of input data, with Competitive Hebbian Learning (CHL), building a topology with these nodes, i.e. to perform topology learning [13]. Such ability is a suitable feature to be used as a solution for the problem of topology detection of a point cloud in surface reconstruction methods.

Despite the favorable characteristic, SOM and TRN share a relevant limitation: the previous choice of the number of nodes for the map. A solution to this drawback was to build maps growing incrementally as those constructed by Growing Cell Structures (GCS) [14] and Growing Neural Gas (GNG) [8]. The former generates maps consisting only of basic building blocks, hypertetrahedrons of dimensionality $k$ chosen in advance.

Unlike the GCS, a map generated by GNG may have nodes with different connectivity and the topology may have different dimensionalities in different parts of the map. As the TRN, the GNG is able to learn the topology of input data through Competitive Hebbian Learning [13]. Hence, GNG can be seen as a GCS variant without its topological restrictions or as a growing version of TRN.

The use of SOM, TRN and GCS in the surface reconstruction problem has already been studied, a number of achievements were obtained, however some limitations still persist as they are discussed in the next sub-section.

B. Self-organizing Maps for Surface Reconstruction

Self-organizing maps are used in reconstruction methods because they can generate a map that closely matches the shape of a target object which has its shape represented by a point cloud. The self-organization process demands only the spatial coordinates of the input points in order to execute the reconstruction.

The reconstruction process of methods based on self-organizing maps use selected points within the input point set as training data for the learning algorithm. When self-organizing maps are used for reconstruction, the mesh vertices correspond to the output nodes of the map. The weight vector of the networks determines the vertices positions in the mesh whereas the connections between the nodes correspond to the edges of the mesh. So hereafter the terms map and mesh, node and vertex, and connection and edge, will be used interchangeably.

Surface reconstruction methods based on Kohonen’s SOM ability to distribute the vertices in a polygonal mesh are presented in various works [4], [5], where (i) the topology of the mesh is predetermined and (ii) Kohonen’s learning algorithm is carried out to obtain correct 3D coordinates of every vertex of the mesh.

Despite all achievements, SOM presented difficulties to reconstruct concave regions [4], [5]. That is, after the learning process some vertices or triangles may be unstable, dangling among regions densely populated by the data. To avoid such problems these methods employ some mesh operations: edge swap, edge collapse, vertex split and triangle subdivision. Furthermore, both works use mesh refinement algorithms to obtain a new mesh with more elements, once SOM does not insert new nodes during the learning process.

Ivrissimtzis et al. [6] has proposed a reconstruction method, called Neural Meshes, based on GCS. A straightforward consequence is that Neural Meshes pre-defines neither the number of nodes nor the exact topology; however, the generated meshes are always topologically...
equivalent to the initial mesh, usually a tetrahedron. To overcome this limitation, a topology learning step in Neural Meshes algorithm was introduced [15] to enable the formation of handles and boundaries of a surface. Boundaries are then created by removing triangles and handles are created by merging these boundaries. The Neural Meshes grow incrementally, hence, such a method generates meshes of different resolutions at different stages of the learning process. So, differently from other SOM-based methods, Neural Meshes do not need mesh refinement algorithms for generating multisresolution meshes.

The Extended Neural Gas (ENG) [7] uses an extension of Competitive Hebbian Learning to discover the topology of the input point cloud. This extension allows ENG to generate not only the connections between nodes, as the standard CHL does, but also the triangular faces of a triangular mesh. ENG creates a mesh that is not a 2-manifold surface [7] because the topology learning process does not prohibit the existence of some anomalies such as the occurrence of edges shared by more than two faces, of edges disconnected from any face, and of faces oriented towards different directions. To solve these anomalies, in ENG there is a manifold creation algorithm which is applied to the non-manifold meshes produced by ENG. As a TRN-based method, the number of nodes is fixed in ENG, so that the mesh resolution of the reconstructions generated with this method must be previously defined. The promising results obtained with the neural-reconstruction methods show that self-organizing maps are suitable for the task of generating meshes to represent the coordinate of points belonging to the object surfaces. However, the mentioned methods still have limitations, such as (i) to require previously defined number of nodes and (ii) incapacity to learn topology due restrictions for connection changes from the initial configuration.

III. PROPOSED SOLUTION

In this section, we introduce a new method to detect the topology of the point cloud, as ENG does, and to generate meshes with different resolutions during the learning process, as Neural Meshes does. The neural solution proposed here is an extension of the Growing Neural Gas and simultaneously uses the vertex insertion operation employed by Growing Cell Structures. We found that this combination of features in addition to other modifications carried on the standard GNG is able to generate polygonal meshes, composed by vertices, edges and faces, instead of the wireframes composed only by vertices and edges.

We refer to the proposed method as Growing Self-Reconstruction Meshes (GSRM). The pseudo-code of GSRM learning algorithm and parameters are introduced and discussed below.

The learning parameters of GSRM are $\varepsilon_n$ (winner learning rate), $\varepsilon_b$ (winner neighbors learning rate), $\lambda$ (number of adaptation steps until a new node insertion), $\beta$ (decreasing rate for all error counters), $\alpha$ (decreasing rate for the nodes between which a new node have been inserted), $age_{\text{max}}$ (maximal age for an edge to be considered valid), $nv$ (stop criterion – number of nodes in the map).

The main processing steps of GSRM are detailed below:

1. Start the map with a set $A$ of three nodes with weight vectors randomly chosen from the input point set;
2. Draw an input point $\xi$ from the point cloud $P$;
3. Find the first ($w_{s_1}$), the second ($w_{s_2}$), and the third ($w_{s_3}$) best matching nodes (i.e. winners) of the map, that is, the three vertices (weight vectors) of the map with shortest distance from $\xi$:
   \[ \| w_{s_1} - \xi \| \leq \| w_{s_2} - \xi \| \quad \forall s_1 \in A \]
   \[ \| w_{s_2} - \xi \| \leq \| w_{s_3} - \xi \| \quad \forall s_2 \in A - \{s_1\} \]
   \[ \| w_{s_3} - \xi \| \leq \| w_{s_1} - \xi \| \quad \forall s_3 \in A - \{s_1, s_2\} \]
4. Create (or reinforce) connections between these nodes, and triangular faces of the mesh, according to the extended Competitive Hebbian Learning:
5. Update the winner error counter according to Equation (4):
   \[ \Delta E_{s_i} = \| w_{s_i} - \xi \|^2 \] (4)
6. Move $s_i$ and its topological neighbors towards $\xi$ with learning rates $\varepsilon_b \in \varepsilon_n$, respectively:
   \[ \Delta w_{s_i} = \varepsilon_b (\xi - w_{s_i}) \]
   \[ \Delta w_{s_i} = \varepsilon_n (\xi - w_{s_i}) \quad \forall s_i \in N_{s_i} \] (5), (6)
   where $N_{s_i}$ is the set formed by the neighbors of $s_i$
7. Update the age of all edges emanating from $s_i$ according to Equation (7):
   \[ age = age + 1 \] (7)
8. Remove invalid edges, i.e. those edges with age greater than $age_{\text{max}}$, and their incident faces;
9. If the number of input signals presented so far to the network is an integer multiple of the parameter $\lambda$, then insert a new node.

A. Decrease the error variables of $s_q \in s_i$:
   \[ \Delta E_{s_q} = -\alpha E_{s_q} \]
   \[ \Delta E_{s_q} = -\alpha E_{s_q} \] (8), (9)
B. Interpolate the error variable of $s_i$ from $s_q \in s_i$:
\[ E_s = 0.5(e_{s_q} + E_{s_f}) \]  

(10)

where: \( s_q \) is the node with the highest error counter, \( s_f \) is the \( s_q \) neighbor with highest error counter and \( s \) is the newly inserted node.

10. Decrease the error variables of all nodes, according to Equation (11):

\[ \Delta E_s = -\beta E_s \quad \forall (s \in A) \]  

(11)

11. If a stopping criterion (e.g. net size or some performance measure) is not fulfilled, continue from step 2. GSRM considers the number of nodes in the map a stopping criterion as well.

The main differences between GSRM and the standard GNG are found in steps 4, 8, and 9. Such modifications involve extension of the Competitive Hebbian Learning, the procedure for edge removal and the vertex insertion operator. These differences are further discussed below.

A. Extended Competitive Hebbian Learning (ECHL)

In the Growing Self Reconstruction Meshes, CHL is extended to create the topological faces. The ECHL is described as:

1) For each sample presented to the map, three winner nodes are determined, i.e., nodes whose weight vectors are nearer to the samples then all the other nodes;

2) If there is not a synaptic connection between each pair of these nodes, this connection is then created. If any of these connections previously existed this fact is reinforced by the setting of its age to zero;

3) If the created or reinforced connections do not form a triangular face, such a face is then created.

B. Edges and Incident Faces Removal

During steps of weight vectors adaptation, some of the edges generated in the network may become invalid and are removed. As in GNG, an edge aging scheme is used here. Edges whose age becomes higher than a given threshold are automatically excluded from the mesh.

In standard GNG these edges are simply removed and so are the vertices without incident edges. In GSRM the elimination of edges implies in the removal of their incident faces as well. This because theses faces can not exist without any of the incident edges. The exclusion occurs as follows:

1) Remove faces incident to the invalid edges, i.e. with age larger then \( \text{age}_{\text{max}} \).

2) Remove edges without incident faces. The invalid edges are removed here because their entire faces have been removed in the previous step. Some other edges without incident faces can be removed as well.

3) Remove vertices without incident edges.

C. Vertices Insertion

In the standard GNG, a new vertex \( (s) \) is inserted between two existing vertices \( (s_q \) and \( s_f ) \). The original edge connecting \( s_q \) and \( s_f \) is removed and two new edges, connecting \( s_q \) and \( s_r \) to \( s \), are then created.

This operation does not create new triangular faces when a new vertex is inserted. To overcome this restriction, GSRM inserts a new vertex in a similar way to GCS. Figure 1 illustrates this operation. The insertion of a new vertex in the mesh happens as follows:

1) Insert a new vertex \( (s) \) and initialize its weight vector with the average of \( s_q \) and \( s_f \).

2) Create edges connecting \( s \) to \( s_q \) and to \( s_f \) and to their common neighbors (hatched edges in Figure 1(b)).

3) Replace each face incident to the edge between \( s_q \) and \( s_f \) by two new faces, one incident to the edge between \( s_r \) and \( s_f \) and the other incident to edge between \( s_r \) and \( s_f \).

4) Remove the original edge connecting \( s_r \) to \( s_f \) (hatched edges in Figure 1(a)).

Figure 1 - (a) Original Mesh (b) Mesh after a new vertex insertion.

IV. EXPERIMENTS

This section presents the results of surface reconstructions carried out by the proposed neural reconstruction method applied to three synthetic objects: the Hand, the Max-Planck face, gently granted by Ionnais Ivrissmitzis, and the Stanford Bunny, available on the internet (i.e. at Stanford repository). The point cloud contains only the spatial coordinates of vertices in the original mesh, no additional information about the connectivity information among these vertices are used for the reconstruction that are presented bellow. In all experiments presented here the meshes have five thousand vertices.

The experiments carried out in this work aim at showing the three major achievements of our new method:

1) The proposed learning algorithm for reconstruction can learn (a) vertices coordinates and (b) the connectivity among the vertices, as GNG does. This in addition to producing triangular meshes, as GCS does, while standard GNG only produces wireframes and GCS imposes restrictions on the mesh topology;

2) The proposed method is able to produce meshes with different resolutions throughout learning process;

3) The reconstruction time of the proposed approach does

not depend on the point cloud size.

The Hausdorff distance [16] was used to compare the distance between original and generated meshes with: GSRM, GCS (standard), and Neural Meshes. The rationale is: the smaller the distance, the best a reconstructed mesh represents the original one. Meshes produces with ENG could not be compared because the comparison metrics used was unavailable. As GNG does not produced meshes (only wireframes), so the Hausdorff distance could not be calculated either.

Figure 2 shows the wireframes produced by GNG that approximates the shape of the reconstructed objects but are not polygonal meshes. Figure 3 illustrates the topological restriction of the GCS. Figure 3(a) shows that this map can not reconstruct concave regions (see false bridges between the fingers) and Figure 3(b) shows that GCS can not reconstruct holes, see the counter-example at the bottom of the hand.

Figure 2 - Wireframes (5k vertices) produced with standard GNG

Figure 3 – Hand reconstructed with standard GCS [14].

Figure 4 – Hand, Max Plunk, and Bunny reconstructions obtained with GSRM.

The learning time is independent of the number of points from the point cloud, once sampling is the only step in which the point cloud is processed and it is not amount depend.

Table 1 shows the Hausdorff Distances between the original meshes and those reconstructed with GCS, GSRM (calculated with Metro Tool [16]), and Neural Meshes (taken from [10]).

<table>
<thead>
<tr>
<th></th>
<th>GCS</th>
<th>GSRM</th>
<th>Neural Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Planck</td>
<td>35.35</td>
<td>7.687</td>
<td>5.23</td>
</tr>
<tr>
<td>Hand</td>
<td>20.891</td>
<td>9.292</td>
<td>6.60</td>
</tr>
<tr>
<td>Bunny</td>
<td>0.014258</td>
<td>0.005929</td>
<td>0.006</td>
</tr>
</tbody>
</table>

The results confirm that GSRM produce better results then standard GCS. This is because points filling concave regions and holes in GCS meshes do not have correspondence with points in the original meshes.

Although the overall numbers presents better results for the reconstructions of the Neural Mesh, there are some important remarks:

1. The number of vertices used in the Neural Mesh model was 20 thousand versus mere five thousand for the GCS,
GSRM models. 20k models wasn’t generated for the GSRM due to time restrictions, as will be discussed later;

2. The results presented for the Neural Mesh does not relate to the original method proposed by Ivrissimtiz in 2003 [6]. It is related to another method also proposed by Ivrissimtiz in 2004 [15], when a topology learning step was introduced. Notice that the original Neural Mesh is based in GSC and, as said before, this network can not learn topology.

Although the proposed method could reconstruct the shape of target objects, the meshes generated have some limitations that could be solved by post-processing theses meshes in a future work. The limitations concern to meshes that are not 2 manifolds, and undesirable holes, that can be easily distinguished from the surfaces holes. The manifold mesh creation algorithm proposed by the author of ENG [7], could be applied to solve the limitations of GSRM meshes. There are also other algorithms that create manifolds from non-manifolds polygonal meshes, as the one proposed in [17]. Once the mesh becomes a manifold, the Hausdorff distances between the original mesh and the one generated with GSRM (shown in Table 1) should decrease due the elimination of undesirable faces whose points does not have correspondent points in the original mesh.

Another limitation of the method is that the training time increases with the current number of vertices in the mesh. This is because of the winner search at step 4 of pseudo-code, the search for the highest error counter node at step 11 and the updating of each node error counter at step 12. The winner search time could be reduced with an octree based search [6]. Steps 11 and 12 could be faster, refer to [10].

V. CONCLUSION AND FUTURE WORK

The neural approach put forward in this article succeeded in reconstructing surface models of the 3D objects from point clouds representing their shape. The highlights of the proposed method are (i) topology learning, which is a challenging feature for reconstruction methods, (ii) time of reconstruction independent of the size of the point cloud and (iii) models generated at different resolutions.

The main problems detect for the method so-far are: (i) non 2-manifolds meshes, (ii) small amount of undesirable holes and (iii) prolonged learning time when dealing with many thousands of vertices. At this point we have devised possible solutions for the first two problems by means of post-processing of the mesh with manifolds creation algorithms as proposed at [7] and [17]. As for the sometimes elevated learning time problem, it could be solved with algorithms that make the winner search faster, as the octree-based search [6] and solutions that could fasten other steps of the algorithm, refer to Saleem [10].
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