Evolutionary Algorithm for 3D Object Reconstruction from Images
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Abstract

This work presents an evolutionary algorithm to reconstruct 3D objects based on images of them. In the proposed evolutionary algorithm, we describe a way to evolve 3D initial models to a target object by means of comparisons between images generated from the models and images of target object, in which the acquisition position is known. The proposed a modification in the standard evolutionary strategy algorithm that produced better and faster results in the class of problems at hand (i.e. when many genes must evolve mainly to a direction in the search space). Satisfactory results were achieved reconstructing simple 3D objects, such as an ellipsoid object and a pear from a sphere. Although performance decrease for more detailed objects such as a face, the proposed solution still converges.

1. Introduction

In the past few years, great advances were achieved in technologies for visualization of 3D models [1] allowing the use of personal computers to process and to display 3D complex scenes in real time. Also, there is a growing need for automatic techniques that produce 3D models such as real world objects representations. For example: in Medicine, models of body parts are used for planning surgeries and academic training [2]; in Architecture, toy models help visualization of buildings; and in entertainment, the game industry (and their users) benefits greatly from the “realism” of artificially generated models. These models can be designed by labor-intensive CAD processes or obtained by expensive reverse engineering processes that are based on recent scanning technologies [1].

This work introduces an evolutionary approach for 3D object reconstruction based on images taken from it. The evolutionary approach was successfully applied in solving problems, which are similar to the one at hand and is used when: (i) inputs and outputs are known; (ii) the solution path is not known or well structured; and (iii) only methods for evaluating candidate solutions are known (e.g. Ackley function) [6].

Evolutionary Strategies (ES) is the chosen approach because they are thought to be more suitable for the present problem. The standard ES of Eiben and Smith [6] was the start point because representations are floating-point vector, suitable to represent vertex coordinates; the variation operators are discrete or intermediary recombination and self-adaptive mutation is quite appropriate to the current problem. Typically, the self-adaptive mutation operator allows various magnitudes of mutation in different stages of the evolutionary process.

The evolutionary process searches for a solution from an initial object, a model loosely related to the target, through successive evolutionary steps. Evolution works analogously to other approaches for reconstruction task based on deformable objects such as: irregular meshes [3], finite element [4] and balloon models [5]. Even though, the proposed algorithm differs from previous algorithms in two ways: first, “position searches” are transformed into “direction searches” to change paradigm from “finding a better solution.” to “finding a better way to find better solutions”. Secondly, selection is rank-based instead of uniformly random to stress depth search.
Different representations of 3D models are presented by Campbell and Flynn [1]. *Polygonal Meshes* represents an object as a list of vertices and polygons. These representations allow objects to be easily deformed by modifying vertices positions.

In this work, the system inputs are points-of-view of the real world object (i.e., image and the position of its acquisition) and one initial model. The system outputs are 3D models of the object being modeled. The evolutionary algorithm searches for models that best resemble the original object by generating, combining and testing many candidate models. The quality of the solution is assessed by comparing differences between images of the generated models and images of the actual object.

A major condition to produce a model with irrelevant differences between input images and model images is to make use of same conditions of illumination and object colors. Because generating such environment is not the main objective of this work, we used as target, objects made by of-the-shelf modeling tools [7]. Then, from now on, we refer to the real object, as target object. This approach follows another important constraint: the connectivity between vertices of any evolving model should match the connectivity of the initial mesh.

Simulations compared the efficiency and the efficacy of the proposed algorithm, and the standard version of Evolutionary Strategies [6] (Section 3). The results of the experiments suggest that performance is related with the number of vertices needed to model the object. Hence, our algorithm performed satisfactorily in simple objects such as sphere-, egg-, pear- and apple-shaped, as opposed to poorer results in more complex objects, such as faces.

Section 2 includes all elements of the proposed solution, with especial focus on the evolutionary algorithm put forward. The simulation results of are presented in Section 3. This paper conclusion, including some discussion and future work, is in Section 4.

2. Proposed system

This section describes the proposed system to generate 3D models using an evolutionary approach. This system is called Evolutionary Reconstruction System (ERS).

2.1. Input and output of the ERS

The ERS receives, as input, points-of-view (i.e., the pair image and coordinates), which are pairs of (i) actual gray scale image of the object and (ii) Cartesian (x, y, z) coordinates representing the point in space where the images were acquired. It was assumed that the object is at the origin of the Cartesian system, the camera points towards it (coordinates: 0, 0, 0), and has zero as rotation angle in relation to x-axis, i.e., twist. For simplicity sake, all images are in the gray scale color format even though they might be extended to RGB easily. The background color of the images must be marked with a special color not used inside the object. A suitable selection of images is crucial for reconstruction.

At the end of computations (i.e., all evolutionary steps) the aim of the system is to produce a model that precisely represents the input object (i.e., target object).

2.2. Architecture of the ERS

The system components (Figure 1) are: (i) 3D engine, (ii) image comparator and (iii) evolutionary algorithm. Items (i) and (ii) are described in this subsection and item (iii) is detailed in the next subsection.

![Figure 1 – Schematic view of the ERS architecture.](image)

*Image Comparator*

The image comparator receives, as input, two images and yields a value representing the difference between them. The comparison of images is carried out pixel-by-pixel as described in Equation (1):

$$\text{difference}(\text{img}_1, \text{img}_2) = \sum_{i=0}^{w} \sum_{j=0}^{h} \left| \text{pix}_{\text{dif}}(\text{img}_1, \text{pixel}(i, j), \text{img}_2, \text{pixel}(i, j)) \right|$$

(1)

where, \(w\) is width, \(h\) is height of images and

$$\text{pix}_{\text{dif}}(\text{pix}_1, \text{pix}_2) = \begin{cases} \text{maxvalue}, & \text{if one pixel is} \\
\mid \text{pix}_1 - \text{pix}_2 \mid, & \text{otherwise} 
\end{cases}$$

(2)

where \(\text{maxvalue}\) is the maximum of: \(2*|\text{pix}_1 - \text{pix}_2|\).

The \(\text{pix}_{\text{dif}}\) function either penalizes models that do not cover the entire image of the target object and the models covering areas outside the target object image or the function penalizes softly models that have
different gray scales inside the target object image area.

3D Engine
The 3D engine is responsible for generating new 3D images based on the evolving models. Each image of a model is produced from the same position where the original one was acquired for comparison sake. The 3D engine parameters are: a point in space (x, y, z) and a 3D model. The output, a rendered image of the model, has color and lightening similar to the ones at the moment of acquisition.

2.3. Evolutionary algorithms
Two evolutionary algorithms were implemented. The first is the standard model of Evolutionary Strategy [6] using uncorrelated mutation with n step sizes whereas the second algorithm modifies the former. The proposed evolutionary algorithm takes into account the evolutionary strategies of Rechenberg e Schwefel [8] with self-adaptation (self-adaptation is part of evolutionary strategies since 1977 [9]).

Standard Algorithm
Representation
Each member of the population represents a possible solution: a 3D model of the input image. Each phenotype (i.e. 3D model) is formed by a set of vertices, edges and surfaces. All individuals have the same vertices, edges and surfaces, being different in the location of their vertices. So, each genotype (i.e. individual) is represented by a set of vertices in a 3D space given by \((x, y, z)\in \mathbb{R}^3\). Hence, the representation is a sequence of coordinates:

\[
(v_1, v_2, ..., v_n) = (x_1, y_1, z_1, x_2, y_2, z_2, ..., x_n, y_n, z_n)
\] (3)

The phenotype-genotype mapping is performed in a straightforward manner by arranging the vertex coordinates observing the sequence given, as shown above. As opposed to that, attributing the coordinate values to the model vertices of an individual genotype performs the genotype-phenotype mapping. Furthermore, the proposed evolutionary algorithm uses self-adaptation of parameters, then individual genotype additionally includes the self-adapting parameters (described later).

Evaluation function
The evaluation function aims to assess how well the model represents the object being modeled based on the images provided as output by the 3D Engine. Thus, for every point-of-view received as input, the 3D Engine renders an image of the model. The image comparator yields the difference between the rendered image and the target one for each point-of-view. Then, all differences are added and the result is divided by the considered number of points-of-view \(np\), as shown in Equation (4). The result is taken as the fitness value of the individual that should be minimized, since this is an error measure.

\[
EF(\text{indiv}) = \sum_{i=1}^{np} \text{diff}(\text{img}_{\text{input}}[i], \text{img}_{\text{rendered}}[i]) / np
\] (4)

Variation Operators
The variation operators are intermediary and discrete recombination, and mutation by Gaussian perturbation. To decide which type of recombination to be used, we introduce a specific parameter, \(\gamma \in [0..1]\), taken as the probability to select intermediary recombination and \((1-\gamma)\) is the probability to employ discrete recombination. The intermediary recombination is suitable for two chromosomes with similar genes values and with far-valued fitness. Discrete recombination is useful when “good” features are in distinct regions of the genotype.

Recombination
The intermediary recombination operator takes two individuals (i.e. parents) to recombine their genes to produce two new individuals (i.e. siblings). The genes of the offspring are obtained as weighted combinations of the genes of their parents. Weights are randomly selected at every new recombination, using a recombination factor \(\alpha \in [0,1]\); and are recalculated by Equation (5) to combine genotypes of parents \(X\) and \(Y\).

\[
\text{child}_1 = \alpha X + (1-\alpha)Y
\]

\[
\text{child}_2 = \alpha Y + (1-\alpha)X
\] (5)

where, \(X\) and \(Y\) are parents genotypes.

In discrete recombination, the genes of the first sibling are copied from one of the parents, at chance and the genes of the second sibling are complementary values to the first, i.e., the remaining genes in the parents.

Mutation
This operator modifies each gene of the individual by incrementing (or decrementing) them by a given value randomly extracted from the Gaussian distribution \((N(0, \sigma_i))\) with average 0 and standard deviation \(\sigma_i\):

\[
x'_i = x_i + N(0, \sigma_i)
\] (6)

where, \(x_i\) is the \(i\)th gene of the individual.

The standard deviation \(\sigma_i\) is the mutation step size, a possibly differently value to each gene. This technique is known as uncorrelated mutation with n step sizes [6]. In this approach the step sizes \(\sigma_i\) are treated as genes, thus they are inserted into the
chromosome. So the representation is changed as is in Equation (7)

\[
\begin{pmatrix}
g_1, g_2, g_3, \ldots, g_n, \sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_n
\end{pmatrix}, \quad (7)
\]

where \(g\)s are the genes represented in (3).

As a consequence, the mutation step of each gene, \(\sigma_i\), is subject to recombination and mutation. The mutation operator is applied first to genes that correspond to the mutation steps, then, the genes that correspond to the coordinates of the model vertices (\(g_i\)) are mutated as describe before, by utilizing the new mutation steps.

A log-normal distribution determines variations generating different values to each \(\sigma\) and shares the same parameter \(\tau\) with all step sizes. This value ranges within the interval \(\sigma_{\text{min}} \leq \sigma \leq \sigma_{\text{max}} :\)

\[
\sigma'_i = \sigma_i + e^{N_i(0,\tau)} \quad (8)
\]

Selection Operators

Parents and survivors of each generation are chosen according to a ranking based selection, as described in [6]. In this mechanism the probability of selection is proportional to fitness and can be adjusted according to a parameter that gives the selection pressure.

Other Parameters of the Evolutionary Algorithm

It is worth mentioning that the algorithm at hand has also other usual parameters namely: population size (\(\mu\)), number of new individuals created in each generation (\(\lambda\)), initial mutation steps (\(\sigma_0\)), mutation rate (\(p_m\)), and recombination rate (\(p_c\)).

Modified Algorithm

Representation

The experiments with the standard algorithm suggest that the vertices change occur in a promising direction (in 3D space) instead of wandering around its proximities. So, once the evolution found a good direction for a vertex it should keep evolving according to the direction while the individual fitness improves. Hence, the representation was changed to include an evolution (or mutation) direction for each vertex. A simple representation for a direction vector in 3D space uses two angles: \(\alpha\) in relation to the x-axis and \(\beta\) in relation to the y-axis and they are evolved using the former mutation step size. The new individual is represented as follows:

\[
\begin{pmatrix}
x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n, \\
z_1, z_2, \ldots, z_n, \alpha_1, \alpha_2, \ldots, \alpha_n, \\
\beta_1, \beta_2, \ldots, \beta_n, \sigma_1, \sigma_2, \ldots, \sigma_n
\end{pmatrix}, \quad (9)
\]

where \(x_i, y_i,\) and \(z_i\), represent the \(i^{th}\) vertex coordinates (the previous \(g_i^{'}\)'s). \(\alpha_i\) and \(\beta_i\) are the vector angles and \(\sigma_i\) represents the step sizes.

As \(n\) is now the number of vertices, it values 1/3 of \(n\) in the previous representation (number of coordinates). Additionally the new representation demands only one mutation step size for each vertex instead of the three per vertex. At first glance, this modification increases the dimension of the search space, however, the search is limited to the directions represented by \(\alpha\) and \(\beta\). The coordinates are used only to keep track of the current positions of the vertices. The step sizes can be seen as the magnitudes of the direction vectors.

Mutation

The mutation mechanism is specifically implemented for each part of the chromosome and they are applied in the following order: first the angles, then the step sizes and finally the coordinates are mutated. The mechanism is specified by Equations (10-13): The angle mutations:

\[
\begin{align*}
\alpha'_i &= \alpha_i + N(0,\sigma_\alpha), \\
\beta'_i &= \beta_i + N(0,\sigma_\beta)
\end{align*} \quad (10)
\]

where \(\sigma_\alpha\) is a fixed value: the angle mutation step size. The resulting angle is normalized between zero and \(2\pi\). The step size mutations follow:

\[
\sigma'_i = \sigma_i + e^{N_i(0,\tau)} \quad (11)
\]

where \(\tau\), is the learning rate and \(\sigma_{\text{min}} \leq \sigma \leq \sigma_{\text{max}}\). The coordinate mutations are:

\[
\begin{align*}
x'_i &= x_i + \Delta x_i \\
y'_i &= y_i + \Delta y_i \\
z'_i &= z_i + \Delta z_i
\end{align*} \quad (12)
\]

where \(\Delta x_i, \Delta y_i, \Delta z_i\), are the projections of the direction vector along the \(x, y\) and \(z\) axes and they can be computed from \(\alpha_i, \beta_i,\) and \(\sigma_i\) as follows:

\[
\begin{align*}
\Delta x_i &= \sigma_i \cos(\alpha_i) \cos(\beta_i) \\
\Delta y_i &= \sigma_i \sin(\alpha_i) \\
\Delta z_i &= \sigma_i \cos(\alpha_i) \sin(\beta_i)
\end{align*} \quad (13)
\]

Recombination

The recombination has a single change with respect to the angles mean. If one angle being combined is lower than \(180^0\) and other is higher, then the resulting angle is the mean between the lower angle and the higher minus \(360^0\), instead of the higher itself. For example, the mean between \(45^0\) and \(315^0\) must be \(0^0\) instead of \(180^0\). This ensures that the mutation direction of the new individual is close to its parents mutation direction instead of opposed as it could happen using traditional mean.

Other Parameters

The others parameters remain the same.
3. Simulations

Simulations included here evaluate the performance of the standard and modified algorithms in reconstructing both very simple and more complex objects.

3.1. Simple object modeling

In this simulation, the ERS was supplied with three different points-of-view of a target object (Figure 2) and a symmetric initial model (Figure 3).

The results (Figure 4) stand for the best solutions after five executions of each algorithm. The analysis of the results would be statistically more significant if more runs were executed, this was not proceeded due to time restrictions.

The strategy parameters shared by the algorithms have the same values shown in Table 1. The parameter values were chosen by the trial and error.

### Table 1 – Parameters used in the evolutionary algorithms.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\mu$</th>
<th>$\lambda$</th>
<th>$p_m$</th>
<th>$\sigma_{min}$</th>
<th>$\sigma_{max}$</th>
<th>$\sigma_0$</th>
<th>$\sigma_a$</th>
<th>$\tau$</th>
<th>$p_c$</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>20</td>
<td>20</td>
<td>0.8</td>
<td>0.001</td>
<td>0.01</td>
<td>-</td>
<td>0.23</td>
<td>1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>6</td>
<td>6</td>
<td>0.8</td>
<td>0.001</td>
<td>0.01</td>
<td>$\sigma_{min}$</td>
<td>$\pi/2$</td>
<td>0.4</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Figure 5 displays learning curves of the standard and modified algorithm. In this picture one can note that the proposed algorithm achieved better results faster, so it is more effective and efficient.

The graphic shown in Figure 6 displays the evolution of the average of the self-adapted mutation step in each generation on both algorithms. It tends to be lower in the final stages due to the proximity of the genes to their best. This situation may cause parents fitter than their children. The reduction in the amount of step sizes makes easier the self-adaptation along the evolution process.

To compare the meshes obtained using the standard Evolutionary Strategy and the modified one we propose, we measured the distance from each mesh to the target mesh using the Metro tool [10]. The Hausdorf distances obtained are 0.275908 (Standard ES) and 0.093381 (Modified ES).

3.2. More complex objects modeling

A pear- and a face-shaped object are reconstructed from an ellipsoidal object with 66 vertices and from a paraboloidal surface with 121 vertices respectively using the modified algorithm. The initial models, points-of-view supplied and results are shown in Figures 7 and 8.

4. Conclusions
The evolutionary approach put forward in this article succeeded in producing models that are able to reconstruct simple 3D objects based on images of themselves.

The number of vertices to reconstruct objects varies with the complexity of the objects to be reconstructed. This is a common feature of the reconstruction methods, the ERS looses performance, in terms of time and accuracy, when facing growth of complexity due to an increase of the search space. The current version of the ERS does not capture fine details of complex objects. This is, certainly, a future research topic for evolutionary algorithms used to reconstruct objects.

A possible solution for solving the problem posed above is to start the search from simple objects and to introduce new vertices as the evolution process identifies that the existing vertices do not model precisely the target object. This can be achieved by using flexible genotypes as they codify the vertices of the searched model.

We also observed that both are important: the number of vertices of the initial models and also the way they are connected to form an object. The choice of an initial model, from which the target object is modeled, launches the start region of the search space for the evolutionary process and delimits the shape of objects that can be tackled. We found that this choice is crucial for the success of the reconstruction because initial populations with phenotypes that are very different form the target object, can hardly lead to solutions near to global optima.

The choice of an initial model is viewed as both: a limitation and an advantage. Firstly, this choice can generate solutions with low amount of information (i.e images) in which the quality of the solutions can be improved as more information is available. Secondly, such a choice avoids the problem of merging multiple polygonal meshes into a singular polygonal mesh faced by other approaches [1]. This merging process, usually, creates undesired holes in the model in the region of the boundary between two separate views. These undesired holes do not appear in our model once it uses deformable surfaces, whose vertices are moved without changing the connections determined in the initial model.

The number and quality of the points-of-view (given images) to be supplied to the system must allow modeling the target object. If few images are supplied, the evolution process may find solutions that satisfy such given views however are not accurate models of the target object. However, the higher the number of points-of-view supplied, the more computational resources are required for comparing images and evaluating fitness.

Therefore, a fine balance between number of points-of-view and the details they encompass is essential for producing an accurate output within acceptable time.

Finally, the proposed modifications in the standard algorithm can be applied to any problem, which the genes can be grouped in subspaces. This makes it easier to the evolutionary algorithm to find better values for the self-adapted mutation step sizes.
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